
Detection to the Rescue 

 

FDA Medical device recalls hit an all-time high again. Experts blame manufacturers and poor 

risk management. They are pretending not to know that Hidden Faults Make Hidden Defects. 

Richard L. Bollinger 

Back in 2016 MDDI published a paper titled “What’s Behind MetTech’s Recall Epidemic?” by 

Joshua R. Dix, Suraj Ramachandran, and Darin S. Oppenheimer.
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 They reported that FDA re-

calls hit an all-time high in 

2014.  

Figure 1 shows it has hap-

pened again in 2017. This 

most recent fiscal year now 

holds the record.  

MANUFACTURERS ARE 

GETTING A BAD RAP 

The 2016 paper blamed risk 

management: the culture, the 

shallow understanding indus-

try-wide, the inability to tie 

risk management into quality management systems. A valid claim, but, only a symptom.  

There was never an epidemic. Only economics. More devices means more recalls. The data 

speaks loudly. Growth of recalls correlates 95% with growth in new device introductions (blue 

lines). The solid blue line has two spikes averaged out. The dashed line shows the raw values. 

And, the result is the same. The problem here is complacence. 

Experts slam FMEA and call for ISO 14971. But, it’s not working. New companies are no better 

at risk management. And, older companies are not improving, either. At least, not within the last 

10 years. The industry needs to have higher risk management standards, yes. But, we need to 

include Detectability to make risk management more rich and robust. Not exclude it. We need to 

find tools and methods to implement Detectability and make full use of it. 

There seems to be a lot of confusion about Detectability. Some articles say it should not be used 

because it is flawed and unnecessary
2
, or it does not meet ISO standards

3
. Others say FMEA re-

quires it, but then present a rote and shallow understanding of why and how it should be used.
4
 

Who says ISO can discount many decades of rich engineering tradition? 

DO THE BEST YOU CAN 

Always do what’s right. The medical device industry needs to debate the use of Detectability. 

Otherwise to make products safe and reliable, an organization could be faced with a terrible 

Figure 1 Recalls by Fiscal Year and Class 
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choice: Doing the best it can, or following regulations to the letter and doing less. How do you 

want your next medical device made? 

HIDDEN FAULTS MAKE HIDDEN DEFECTS  

Detection rank is not all that complicated. 

It just rates how hard it is to detect risks be-

fore products reach a user. (See sidebar for a 

more complete working definition.) A higher 

Detection rating does its job by raising the 

overall priority (RPN) of a risk so that it re-

ceives more appropriate attention and re-

sources to mitigate severity and likelihood of 

harm. This protects your RPN calculations 

from mistakenly being low by failing to iden-

tify and/or mitigate a hidden fault.  

Hidden faults by definition have no controls. They could be introduced by suppliers who assume 

controls on your part. Or, fail to add controls that would be expensive for them. They could come 

about by manufacturing operation, storage, environment, or transportation, for example. Any 

change that is uncontrolled and unobserved. 

The results of unmitigated hidden faults are hidden defects that leave the factory to cause harm. 

These give rise to FDA recalls and official pronouncements that speak poorly of your product 

quality. 

Detection is never a mitigation of 

risk. However, Detection-based 

controls can be used as mitigation. 

Mitigation will increase the proba-

bility that a risk will be caught be-

fore it reaches a user. Mitigation is 

always the action taken to reduce a 

risk’s impact or probability. Like 

adding a test or inspection that 

makes failure modes present more 

easy or more likely to notice. 

Figure 2 shows a simple model 

with processes in stages from De-

sign to Use. The product has two 

components. One goes inside the 

other during manufacturing. The 

“Detection is an ordinal number that reflects 

the likelihood your current controls in their 

current configuration will detect a failure 

mode, assuming the failure mode is present, 

and regardless of the severity. A low value 

indicates detection is easy and likely. A large 

value indicates it is difficult and perhaps 

impossible. It is a relative ranking within the 

scope of the specific FMEA, product or 

project, as needed.” 

 

Figure 2 Detection Example 
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components have separate designs. In this model a fictitious potential problem arises when as-

sembled. The red dot indicates where it is introduced. But, when it is introduced is uncertain. 

It could be during any stage of development or manufacture. 

The failure mode could be any kind of problem: material, dimensional, electrical, a software bug. 

(Big jet manufacturers combine all their system models, like electrical, signal, hydraulic, air and 

water to find and avoid dangerous conflicts.) 

From Design Input, our model splits into multiple paths like done for many actual devices. Using 

Design Controls, paths combine for Design Validation and Design Transfer. If the problem was 

dimensional, the designs could be inspected to make sure tolerances were correctly observed. 

And, in manufacture, components could be measured for the same. 

Every process is a chance to introduce risks. Every process is a chance to detect risks. Build it 

into their definitions. The earlier a risk is detected, the easier and cheaper it is to remedy.  

Manufacturers that have been in business a while should have a proprietary risk vault of past 

risks detected and, better yet, not detected, before reaching a user. This is a learning process. It 

creates a precious resource for future risk management. For future detection.  

Your risk vault should help drive planning and process design. Any past problem is a potential 

future problem. This resource should gradually improve the safety and quality of your products. 

Every project should have a post-mortem where its history is mined for project risks, product 

faults, and lessons learned.   

Once a product is in the hands or use by a customer or patient, there is no chance of prevention. 

The opportunity of detection is gone. Detectability is never about discovering harm from a 

failure after it occurred. It was always about discovering the failure mode before it failed. 

Mitigation is doing something to prevent or reduce the harm. Like adding a requirement for 

software. Maybe changing a process. Adding an inspection. Tacking on new tests.  

Detectability gets the best results when used in a comprehensive program that employs Fault 

Tree Analysis and Failure Mode and Effects Analysis. When more easily mitigated risks have 

been accepted, the more uncertain ones loom larger in their quest for priority. And, when one has 

been revealed the rest may become more apparent. 
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DETECTABILITY 

MISUNDERSTANDINGS 

Some experts claim Detectability is unneces-

sary. They say it is covered by Occur-

rence/Likelihood. 

Jon Speer has an article2 with lots of good 

advice. But, he has picked a bad example and 

it corrupts his recommendation to exclude 

Detectability. 

Detectability never reduces probability of 

occurrence in medical devices. Let’s examine 

Jon’s example of a red hot stove burner. His 

intentions may have been good, but his example leads to misunderstanding. Human examples 

can be misleading. Let’s follow it again and go further. 

The dynamic relationship between detectability and likelihood for a person to be harmed by a hot 

burner on a stove might look like Figure 4. The vertical axis represents Likelihood, the probabil-

ity that a person would touch the burner and be burned. 

The horizontal axis represents Detectability, the probability that the hazard would be known be-

fore harm occurs. Note that this axis looks backwards. The smaller the probability, the larger is 

the numeric ranking. This is because the more likely we are to perceive a hazard, the less danger 

it presents. Think of a ninja. They dress in black at night to be undetectable. This makes them 

dangerous so their Detection Rank would be high. 

Follow the dotted red line starting at the right. If someone can see a burner is red hot, then, yes, 

they are less likely to touch it. In that region, Detectability is high. This pushes Likelihood lower. 

That makes them related. So, they are not 

independent in this third of the example. 

When the burner does not glow red they 

might still feel the warmth and be less likely 

to touch it. In that region Detectability is 

moderate and Likelihood is moved lower. 

Still not independent. 

Figure 4 Electric Stove Burner Relationship 

Figure 3 Red Hot Stove Burner Example 
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If they don’t feel any heat for some reason then Detectability is low. In this region the 

Detectability makes no contribution to Likelihood. It is uncertain. The dotted red line is 

horizontal. There is no way to push Likelihood down. Now they are independent. Note that the 

Detection Rating is high. That makes more mitigation deserved. More mitigation could mean, for 

example, post-build testing of all wires for dangerous voltages, adding an access screen with a 

warning, or adding a Ground-Fault-Interrupter to the circuit. So, even within Jon’s example we 

find the situation that medical devices are always in: that Detectability and Likelihood are 

independent. 

In the medical device industry, and certainly others, situations analogous to red hot stove burners 

are extremely remote. Detectability is not a matter of a user seeing or feeling that something is 

wrong. The devices are complex systems where failure can be catastrophic. Let’s try a human, 

but more realistic, example where a po-

tentially high voltage wire is exposed. 

Figure 5 shows a situation where a per-

son’s hand is operating in close proxim-

ity to wires. In manufacture of this cir-

cuit any one of the wires could be mis-

connected and made hot when the de-

vice is live with a dangerous voltage.  

The person operates a probe which 

could protect them. But, if circuits are 

live, there is still chance in tight spaces 

that a finger could contact a hot wire. 

Note the red dotted line in Figure 6. 

Likelihood is fixed at whatever value it 

would have naturally. A finger touches 

a hot wire or not. Detectability has no 

opportunity to move Likelihood lower. 

They are completely independent.  

They have been completely independ-

ent in Failure Mode and Effects Analy-

sis done since the 1940’s. It is a rich 

and solid engineering tradition. 

Figure 5 High Voltage Wire Example 

Figure 6 High Voltage Example 
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THE DANGER OF SELF-DECEPTION 

Figure 7 shows the two paths you can take with Detection. One that leads to safety. The other 

leads to harm. Detection ranking protects your Risk Priority Numbers (RPN). They are raised so 

that hidden risks receive more appropriate attention and resources to mitigate severity and 

likelihood of harm. This motivates development of better controls that have a higher likelihood 

of detecting faults before they leave the factory.  

The top path shows a high ranked risk due to detectability difficulty. Note that the red risk that is 

“Not Detectable” is above the line for “Mitigation required.” It is prioritized such that it receives 

appropriate attention and resources for its mitigation. In this example, controls are applied. After 

that, the residual risk is such that the risk now becomes acceptable. Recalls are prevented and 

quality is the result. 

The bottom path shows the same hidden risk. 

Trusting only severity and likelihood, the red 

risk is mistakenly given a low RPN such that 

mitigation is not required and the risk is deemed 

acceptable. This is a form of self-deception that 

has been institutionalized in project artifacts like 

the matrix in Figure 8. Here, ranking by only 

likelihood and severity incorrectly hides and 

labels a fault ‘acceptable’ that will never be 

detected by any current control. Nor is there any 

incentive or thought to invest in a control what will. 

Hidden faults that go unmitigated become hidden defects that leave the factory to cause harm. 

This gives rise to FDA recalls and official pronouncements that speak poorly of your product 

quality. 

Figure 7 Two Paths of Detection 

Figure 8 Risk Acceptability Matrix 
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Examples involving human analogs for medical devices can lead to incorrect reasoning. They 

should be avoided. Especially, if they involve weird objects like hand grenades. These turn 

reasoning upside-down, like devices causing harm when operating correctly. They create 

untrustworthy conclusions and make no common sense. 

PROBLEMS WITH SCORING METHODS  

AND ORDINAL SCALES IN RISK ASSESSMENT 

Douglas Hubbard and Dylan Evans, both of IBM, are not fond of scoring methods based on 

ordinal scales in common use. They argue conclusively in the IBM Journal of Research & 

Development
5
 that the “perceived benefit is probably illusory in most cases.” And, explain why 

“risk assessment approaches should describe risk in terms of mathematical probabilities.” Note 

that Fault Tree Analysis operates on, and delivers results, in terms of mathematical probabilities. 

There is a companion article, ‘World-class Risk Management Combining FTA and FMEA’, that 

shows how these can work together with Benefit-Risk Assessment in a method. It anchors your 

risk management to absolute safety and reliability goals, prevents the fade of safety-related 

behaviors over time, avoids planting the seeds of new errors and troubles, fine tunes your FTA 

and FMEA processes to find deep failure modes and innovative mitigations. 

So, instead of trying to multiply ‘verbal scales’, use this method and work with risks in multiple 

severity dimensions, like dollars, days and delays. Operate on them with a table that maps 

Likelihoods to probabilities. Calculate each risk’s RPN and use it for comparison. For, various 

points of view use it weighted and un-weighted. Use severity alone. Use detections alone. The 

idea is to make sure that no risk can hide from scrutiny and mitigation, and cause harm. 

DETECTION TO THE RESCUE 

You are, of course, free to choose you own way forward. But, now you know the power and 

utility of Detection ratings. Done correctly, these ratings should help you do mature and 

competent risk management and prevent FDA recalls. 

In addition to consulting, Rick teaches risk management. And all of his students leave his classes 

knowing that risk management is special and powerful. This is because it can change anything: 

a product, a design, a plan, a project, a process and an organization. And, if more people 

understood the power of risk management, it could change the world. 

If you found this article useful, or otherwise, feedback would be appreciated. Also, medical de-

vice practitioners are being interviewed about industry problems and how they are affected. Feel 

welcome to join the group of 100 experts diagnosing, and prognosticating a larger solution. 
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Richard L. Bollinger is CEO of Menlo Park Associates, a management consulting firm based in 

Ann Arbor, MI. Contact him at rick@menloparkassociates.com. 
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You will also get to influence the design 

of new methods and tools. To make 

sure your needs are addressed exactly. 

Also, to ensure your enterprise profits 

from the close match to features and 

practices. 

New methods and tools need to be 

spread all over the world to improve 

medical device safety and reliability 

globally. Your role can be that of a 

champion for quality. And, to discover 

new ways and means. 

For this, I will give you a method I have 

developed that should be helpful 

today. In return I just want an hour of 

your time. Then I send you a PDF of the 

paper describing the method. You can 

use it immediately to prevent recalls. 

I was in the medical device industry 

some years ago. The world has 

changed. The survey and interview are 

to characterize the current problems 

and solutions in the industry from your 

point of view.   

MY VISION AND THE DEAL 
 

YOU ARE WELCOME TO JOIN ME IN THIS QUEST. 
 


